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Abstract—Algorithms for estimation of the spatial spectrum of ocean noise using a single hydroacoustic
combined receiving module (CRM), which records the field of acoustic pressure and its gradient projections
onto three mutually orthogonal spatial directions for small wave sizes, are discussed. It is shown that in spite
of a rather “obtuse” cosine directional response pattern of vector channels of this receiving module it is pos-
sible to obtain good determination of the direction toward the local source due to recording the vector char-
acteristic of the acoustic field (acoustic power flux), and in the absence of powerful local sources in the water
area the spatial spectrum of noise close to a realistic one can be obtained.
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1. INTRODUCTION

Increasing interest in small-size hydroacoustic
systems including an acoustic pressure receiver
(omnidirectional hydrophone) and the vector
receiver has been observed recently both in our coun-
try and abroad [1—4]. This is related with the fact that
known methods and algorithms based on the applica-
tion of information recorded by pressure receivers
have reached their limiting capabilities, as it regards
recording signals of local sources with the signal-to-
noise ratio (SNR) at the input much smaller than
unity [2, 5, 6]. Such small-size receiving systems are
usually called combined receiving modules (CRMs)
or combined receivers if the omnidirectional hydro-
phone and the vector receiver are combined in one
frame.

In scientific journals, including the Russian Acous-
tic Journal (see, e.g., [7—10], papers, in which the
capabilities of different CRM designs are analyzed,
appear regularly. However, real algorithms for the
combined processing of signals recorded from separate
channels of such receiving systems in the general case
are not discussed. Usually, characteristics of solitary
channels are used for analysis which is not always cor-
rect. This circumstance is explained by the fact that for
obtaining the spatial distribution of the vibrational
speed’s vector it is necessary to record simultaneously
two (planar case) or three (volume problem) projec-
tions of this vector without amplitude—phase distor-
tions, and for the Umov vector, additionally acoustic
pressure. Thus, actually, the fact that the single multi-
component CRM can record other measurements
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than the pressure field’s physical characteristics of the
acoustic field called vector characteristics is ignored.
As a result, there appears the possibility of realizing
quite novel approaches to the analysis of recorded sig-
nals which, on the one hand, make the capabilities of
this receiving system close to those of the antenna
array based on hydrophones, and on the other hand,
make CRM fundamentally different from the latter
[1, 11, and 12].

It should be noted that a single CRM cannot com-
pletely replace an extended antenna array based on
hydrophones in the investigation of spatial noise spec-
tra of a water area (see [12, 13]). Spatial distribution of
the acoustic power flux’s vector can be used for esti-
mation (and only estimation) of the spatial noise spec-
trum of a water area with certain constraints for solu-
tion of particular applied problems. This is especially
topical for the low frequency and subsonic ranges for
which it is difficult to create antenna arrays with
“go0d” spatial resolution.

In this paper an attempt is made to analyze basic
specific features of signal processing algorithms which
use the recorded vector of the acoustic power flux.
Without substantiating the concept of vector—phase
methods (see [1] for detail) we consider the capabili-
ties of these methods in solution of one of the funda-
mental problems, the estimation of the level and spa-
tial spectrum of the noise of a water area.
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2. TWO APPROACHES TO PROCESSING
SIGNALS RECORDED BY CRMS

Two fundamentally different approaches to pro-
cessing signals received from separate CRM channels
can be separated. The first approach includes the so
called additive algorithms which provide the formation
within one receiving module of the dipole or close to
the cardioid’s directional response patterns oriented in
a given direction. Further signal processing (including
from the point of view of noise immunity) does not
fundamentally differ from processing signals received
from common hydrophones for which basic estimates
of noise immunity described in literature (e.g., [8—
10]) based on the idea of the concentration factor of a
receiving system [13, 14] are applicable. Algorithms of
estimation of the noise anisotropy in the water area
using additive algorithms were considered in [1, 11].

The second approach is related with nonlinear sig-
nal processing which looks similar to the multiplicative
or correlation processing. Here, recording of the
acoustic energy flux and its reactive component are
separated.

The total acoustic power (energy) of flux vector is
usually determined as the product of in-phase compo-
nents of instantaneous acoustic pressure and vibra-
tional speed (Umov vector) [14], averaged over some
time t multiple or much larger than the oscillation
period of the medium particles in the wave, i.e.,

Wy = P(OV(D)|. = i [PV

Hereinafter, the symbol “...” denotes averaging over
time, and “{...)” averaging over the ensemble. The pro-
jection W4, of the vector Wy, onto the direction r charac-
terized by the projection of the vibrational speed V,(?) is
determined by the following expression: Wg, =

! J-;P( nV,(t)dt. In particular, for the narrow-band
T
(quasiharmonic) signal Wy, = %PO Vi, cos(A@py) =

%Re(P*V,) = }‘(PV;"+P*V,), where A@p, is the

phase difference between the pressure and the projec-
tion of the vibrational speed with the amplitudes P,
and V,,, respectively, the symbol “*” denotes the com-
plex conjugate’s quantity.

The projection Wi, of the vector of reactive compo-
nent of the acoustic power flux’s density (density of
reactive acoustic energy) onto the direction r is deter-
mined as the time-averaged product of instantaneous
acoustic pressure and the phase-shifted by n/2 with

GORDIENKO et al.

respect to it component of the vibrational speed’s pro-
jection. For the quasiharmonic signal,

Wiy = S PV sinAgsy,

- %Im(P*V» = i(P*V,—PV:").

At present, the reactive component of the acoustic
energy flux is measured quite seldom, although in
principle some possible aspects of its use are described
in the literature [1, 2, and 15].

Nonlinear-type algorithms also include the com-
bined processing when first the cardioid with the out-
put signal U, is formed (it provides an offset from the
local noise’s source), and then, the spectra of the com-
binations (V,, Uy) and (V), U;) are determined. This
algorithm is not discussed here.

3. ALGORITHMS FOR ESTIMATION
OF SPATIAL SPECTRUM
OF ACOUSTIC FIELDS BASED
ON THE MEASUREMENT OF THE ACOUSTIC
POWER FLUX’S PROJECTIONS

It is assumed quite reasonably that the spatial spec-
trum of the signal (spatial intensity distribution) can
be determined with the help of the spatial array of
sound receivers (antenna). The number of sound
receivers N and their spatial position in the antenna
determine the number of elements of the orthonormal
expansion basis and actually the angular resolution of
the antenna according to Raleigh’s criterion. Modern
processing methods provide increased spatial resolu-
tion of angularly localized sources (super-resolution
effect), however, they require additional constraints to
be imposed on the signal, which in the general case, do
not always agree with real conditions (see, e.g., [16,
17]). Therefore, the error probability for obtaining the
spatial spectrum in the case of super-resolution is as a
rule higher.

A single CRM formally does not allow calculation
of the spatial spectrum of the wave vector k(w, r) [18],
but it provides the possibility of its estimation using
measurements in the spatial domain considerably
smaller than the wavelength. In the framework of this
paper we describe the simplest possible algorithm for
analysis of the spatial distribution of the absolute value
of the vector of the acoustic power flux Wy imple-
mented by us in practice; this method, however,
requires rather high computer power. It is important
that for this algorithm the spatial resolution is not
directly connected with the concentration factor of
the directional response patterns of the vector receiver
but is determined by physical (mainly statistical) spe-
cific features of formation of the vector of the acoustic
power flux, the noise vector, and the localized sources
in the water area [1, 19].
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It was shown earlier (see, e.g., [1, 11]) that for the
localized source in the layer the following relations are
satisfied: P? ~ (pcV,)? = pcWy,. This means that the
transition to the measurement of the acoustic power
flux of angularly localized sources provides a metro-
logically correct estimation of their levels. If we con-
sider the relatively steady-state (during the time of
measurements) noise field of the water area, the vec-
tors Wy = iWg, + jWg, + KWy, determined at different
time instants have different spatial orientation, and
their statistical angular distribution is determined by
the character of the noise source’s anisotropy. Isotro-
pic noise in some frequency regions with the average
frequency f'the values of { Wy,(f)) (i=x,y, z) averaged
over different realizations of the ensemble of sam-
ples tend to zero with increasing averaging time 7.
In the case of anisotropic noise the ratio of the inte-
gral averaged over some time interval’s values y,; =

(Wri/ PZ(]‘) provide the estimation of the relative

contribution of the anisotropic noise’s field compo-
nent in the water area for the spatial directions x, y, z,
and any other directionr.

If it is possible to obtain a sufficiently large number
of independent pairs (for some fixed spatial plane) or
trios (volume case) of samples of the projections
WrAf), the statistical angular distribution of the

intensity /= ’Zz WIZU ofthe acoustic field’s energy in

the water area can be constructed (here, similar to
above, i =X, y, z). This statistical processing allows one
to judge the spatial spectrum of the noise field, in partic-
ular, to determine the minimal “necessarily” achiev-
able for the given water area’s noise immunity of the
applied CRM (with account of more precise determi-
nation of this notion, as applied to the receiver record-
ing the acoustic energy flux [1, 12, and 13]) upon tran-
sition to recording the acoustic power flux.

The following procedure can be proposed for esti-
mation of the spatial spectrum of the noise of a water
area; this procedure is to some extent optimized,
although rather cumbersome, and can be imple-
mented in two somewhat different ways.

In the first case (let us call it algorithm I) in the
given frequency range Af including m narrow-band
signals with different frequency or frequency sub-
ranges Of; with the average subrange frequency f; for
each sampling with the number ¢, the array of m inde-
pendent trios of projections of acoustic power fluxes is

constructed, Wy, = WRx(tq, 1), Weyi = WRy( Iy 1),
Wra = Wy (1,,/;) - It is assumed that the directions of

the axes X, ¥, and Z are known. Usually, it requires
determination of several parameters. For example, if
fast Fourier transform algorithms are used, the follow-
ing quantities should be determined: the length 1, of
the separate sampling should be determined; as a rule,
this length together with the discretization frequency
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used upon signal digitization determines the fre-
quency resolution of the spectrum; the time shift At
between neighboring processed samplings (7, =
1, + At, where At usually corresponds to one half or
one quarter of the sampling length t,); the number N
averaged for each frequency values Wy, and the aver-
aging law.

Within the unit sampling with the length 1, and the
number ¢ for each frequency subrange &f; from the
analyzed range Af, the following quantities can be
determined: the azimuthal ¢; and the polar 3; signals’
arrival angles in the horizontal and vertical planes,
respectively, the intensity /; of this signal, which repre-
sents the absolute value of the vector of the acoustic
power flux in the direction determined by ¢, and 3,,

Whyi Wi
tang, = —%, tan9, = Rd

WRXi N WIZ{xi + WIZ{yi
(H
) 2
1(9;) = N Wrai+ Wryi

or I(¢,9,) = '\/lelxi + WIZ{yi + WIZ{zi'

The whole range of analyzed angles is divided into M
sectors (for example for the planar case of the horizon-
tal plane M = 360/A¢@,, where A, is the chosen spatial
resolution). Then, for the given frequency band Af =

z:_”z . Of; consisting of the set of m discrete frequency

b

intervals (band &f; for each interval) (for example, the
frequency resolution of the fast Fourier transform or
the transmission band of the narrow-band filter) the
discrete set of values (array) I(¢,) for the sampling g is
calculated according to the algorithm

Iq((Pn) = Zlqi[fi: (l’l - 1)A(|')0 < ®; < nA(PO] s (2)
i=1
where # takes values from 1 to M. If necessary (and if

it does not contradict the formulated problem), the
result can be reduced to a 1 Hz band by dividing the

obtained values of /,(¢,) by z:”: . of; .

Then, the next sampling (g + 1) is considered and
the procedure is repeated, thus obtaining the array of
values I, 1(¢,) for the next time instant larger than the
previous one by At, and the results of sequential sam-
ples are averaged.

If for some 1, the signal recording segment with the
length 7, > T, multiple to At is chosen for obtaining
the values of projections of acoustic power flux, for
example, onto the axes X, Y, for each frequency on the
recording length 7., we can obtain N, = 7, /AT sam-
ples of the angle ¢ and the intensity I(¢), i.c., the
whole of N,,,m values of I(¢). For decreasing fluctua-
tions based on the obtained data, the histogram of
I(p,) distribution averaged over N, samples in each of
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Fig. 1. Anisotropy of background noise of the Gulf of Finland (logarithmic scale) obtained using algorithm I in three-octave fre-
quency ranges (a) 315, (b) 500 Hz for a time resolution of (/) 10 and (2) 80 s.

M angular sectors is constructed in the analyzed fre-
quency band Af. This can be common averaging, for
example, matched with the length of the analyzed
recording fragment #,,. However, if the possible num-
ber N of samples (samplings) is not known a priori, or
in the case of an online operation (when the sonogram
or the 3D diagram is constructed at the output of the
data processing system) the exponential averaging law,
which yields fast convergence even for the number of
samples ¢ < N = N, [2, 20], should be considered
optimal,

I((Pn) — (Nsm _ 2)]q—]1\f(pn) + 2[q((pn) (3)

sm

Here, /(¢,) is the value of the current’s averaged inten-
sity, 7,(@,) is the result of determination of the inten-
sity value for the sampling with the number ¢ using
formula (2), and 7, _(¢,) is the result of averaging
using formula (3) at the previous step. The value N, is
usually chosen to satisfy the steady-state condition for
the time interval £,

In order to increase the number of unit indepen-
dent samples, usually the narrow-band spectral analy-
sis is used (for example, choosing the sampling length
1, for fast Fourier transforms as large as possible), and
the intensity is reduced to the given frequency and
angular range by summing the intensities in neighbor-
ing frequency bands of the signal. However, in the case
for signals with low SNR, problems may occur at the
input which will be discussed in the next section.

If Ny,,m > M, distribution (3) at the step ¢ > N, can
be considered as the quasispatial spectrum of the acous-
tic signal for the acoustic power spectrum in the horizon-
tal plane for the time interval £,,,; in the case of absence
of powerful localized sources in the water area in the
first (rough) approximation it can be close to the spa-
tial spectrum obtained using the horizontal linear

antenna. If in this case the vibrational speed is
expressed in equivalent units of acoustic pressure of
the plane’s acoustic wave (i.e., instead of V, the quan-
tity pcV'is considered, where pc is the wave resistance
of the medium), the dimensionalities of / and P? coin-
cide, and their numerical values can be compared. In
this case for the water area of the type of a layer with
impedance boundary, according to data presented in
[1], the following condition should be satisfied;

M 2
ZI((Pn)EIZIzP . 4
n=1

If the signal was recorded during the time interval
considerably larger than ¢, averaging algorithm (3)
can be used beginning from g = N,,/2 and higher to
construct the sonogram or the 3D plot of the signal
intensity /(,) as a function of time with some discrete
step At determined by the operator at the beginning of
processing. Figure 1 shows the example of such distri-
bution /(p,) of background noise of the Gulf of Fin-
land (the Baltic sea) for third-octave bands of 315 and
500 Hz and N,,, corresponding to averaging times of 10
and 80 s (¢f; =2 Hz) in the logarithmic scale (dB). Fig-
ure 2 shows the example of the sonogram in a fre-
quency band of 140—315 Hz for the case of a dry cargo
ship with +6...+8 dB traverse SNR in the pressure
channel moving linearly by the CRM installed at a dis-
tance of 15 m from the bottom in the shallow water
area; the averaging time was 10 s, df; = 0.5 Hz, the
depth was about 65 m, and the distance to CRM was
about 5 km.

At first glance, it seems that the application of the
receiver of the acoustic power flux formally provides
spatial resolution. However, it should be taken into
account that, unlike antenna arrays, the determina-
tion of the spatial intensity’s distribution based on the
combined processing of the signals P(r, f) and V(r, )
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Fig. 2. Example of sonogram in a frequency band of 140315 Hz (averaging time 10s, Sf= 0.5 Hz) in the presence ofa localized

source moving with constant velocity in the water area.

assumes signal expansion in the spatial domain in the
non-orthogonal basis [1]. Therefore, the obtained
spatial distribution of energy input, as a rule, does not
necessarily coincide with the true one. The transition
to the measurement of projections ofthe vector of the
acoustic power flux partially solves the problem ofesti-
mation ofthe spatial spectrum ofthe noise ofthe water
area. Actually each operation on the determination of
the direction toward the signal (noise) source and its
intensity based on the analysis of projections of the
vector W(r, t) results within one sampling in one value
for each analyzed frequency. Therefore, if the initial
signal does not fluctuate, it is practically impossible to
obtain the spatial intensity’s distribution for a separate
frequency band. If there exist fluctuations (this situa-
tion, as a rule, takes place for the field of self dynamic
noise of the ocean) the histogram constructed accord-
ing to algorithm 1 begins to reflect the spatial noise’s
spectrum at the place where the system is situated.
However, for reliable statistical estimation a sufficient
number of independent samples per unit interval of
angular resolution Ad is required. Thus, for example,
for the angular resolution A = 1° (M = 360) statisti-
cally reliable results can be obtained if there exist
much more than ten independent samples per unit 4,
i.e., there are at least 4000 samples in the sum. For
improving statistics the angular resolution Adg = 2°—3°
can be taken.

It should be noted that the histogram represents the
result of statistical signal processing and reflects the
real anisotropy of the water area’s noise only in the
absence ofpowerful angularly localized sources. Itisin
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this case that the obtained results can be interpreted as
the spatial spectrum ofthe water area’s noise.

In the presence of the powerful localized source in
the water area the spatial spectrum is distorted. The
direction of the “instantaneous” vector Wz whose
absolute value is determined by the above introduced
1(¢p) at each time instant is determined as the sum of
the relatively spatially stable vector WS generated by
the localized source and the vector W of the field of
self noise of the water area distributed according to

some random law (Fig. 3), 7(p) = W = |Ws+ W*| .

Indeed, let us consider the behavior ofthe vector of
the acoustic power flux formed by the localized source
in the presence ofthe isotropic noise in the horizontal
plane. The signal intensity of such noise per the angu-
lar sector A in the absence of the localized source,
processed according to the above algorithm, is deter-
mined by the value of the constant P2ZM (Fig. 3c,
dependence 1). Ifthere is the localized source only, it
creates at the observation point of the acoustic power
flux, which is on average nonzero, and is concentrated
in the angular interval determined by expression (1)
(Fig. 3c, dependence 2). Therefore, observing the
acoustic field at the only point, one can judge on the
direction toward the source (which is the essence of
the direction finding problem), rather than the spatial
noise’s spectrum. In the general case (in the presence
of noise and the localized source), the probability’s
density distribution of the acoustic power flux for the
localized source on the background of isotropic noise
is described by the Macdonald function [18]. True
direction finding for the localized source in this case
can be performed by additional processing ofthe pro-



746

(a) W,

GORDIENKO et al.

(b) T (c)

/M

L e 1 1
0 ¢y 90 180 270 o, deg

Fig. 3. Formation of spatial statistical distribution of acoustic power flux vector Wg: (a) isotropic noise in horizontal plane;
(b) possible angular positions ¢ in the horizontal plane of the total acoustic power flux vector Wy in the presence of a local source
forming the acoustic power flux Wy in the direction ¢ and isotropic noise Wy (W < Wy) in the water area; (c) approximate

dependences of the distribution /(¢) normalized to P2 forseveral typical cases: (/) isotropic noise without a local source; (2) local
source in the absence of noise; (3) signal level W is much higher than the noise level Wy; (4) Wg< W,

file of the envelope /(¢). The approximate form of the
distribution /(@) for finite SNR is shown in Fig. 3c
(dependences 3, 4). With decreasing SNR the bearing
angle’s variance increases, and finally the signal excess
over the background noise can become comparable
with the fluctuation component of the histogram. If
there are other localized sources, which also form
noise in the water area, the profile of the dependence
1(p) is more complex.

The second approach (algorithm II) in its main
part coincides with that described above. The differ-
ence is in the method of construction of the histogram.
Namely, within a separate sampling each corner cell
with the number n characterized by the average num-
ber of the direction angle ¢, is filled by the intensity,
for example, determined by the condition

I(9,) = (1/2){[{(o,) - 1(180° + ¢,)]
+[1(¢p,) - 1(180° + )| }.

In this case, the isotropic component of the water area’s
noise decreases rather fast already for small averaging
times and just relatively space- and time-stable
(steady-state) anisotropic components of noise
sources remain. This algorithm can be efficiently
applied for detection of the source of weak signals on
the background of the noise of the water area under the
condition that the frequency and angular characteris-
tics of the detected source and “steady-state” compo-
nents of the noise field do not coincide. The best effect
should be obtained in the case of the noise of the water
area close to isotropic. In this case the, noise immu-
nity of the receiver recording the vector of the acoustic
power flux can considerably exceeds 20 dB [21].

Obviously, the levels of /(¢) obtained using algo-
rithms I and II coincide only for localized signal
sources whose direction does not change during the
processing time. For the field of distributed noise
sources usually different levels are obtained. Algo-
rithm II determines the level of the anisotropic com-
ponent of the acoustic power flux with account of fluc-
tuations (depending on the averaging time); therefore,
with increasing the averaging time, T decreases to this
level according to the classical rules. It can be easily
shown that for algorithm II, unlike (4), the value I5;; =

Zfz 1(9,) < P. Concerning algorithm I, it contains

information on the amplitude and spatial (with
account of fluctuations) intensity’s distribution and
depends on the statistical characteristics of the studied
noise field. Therefore, for this algorithm, as it was
already indicated above, due to the specific features of
formation of the spatial distribution of the vector Wy,
the angular dependence I(p,) does not necessarily
coincide with that determined using the extended
antenna array. In the case of not more than one or two
localized sources in the water area it can be recovered
using relatively simple processing algorithms.

The example of processing of this full-scale exper-
iment in the horizontal plane for the White Sea’s area
(depth of about 300 m) using algorithms I and II in the
absence of visible localized sources in the water area
are shown in Fig. 4. The angular distribution /(¢) nor-
malized to the integral value P? for M = 360 (angular
resolution of 1°) constructed using algorithm I corre-
sponds to the statistical spatial distribution of the vec-
tor Wy of the water area’s noise at the point of instal-
lation of the receiving system in the horizontal plane.
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For the values of /() in Fig. 4 the following condition
is well satisfied: Y(pn) = 1, i.e., the integral

intensity’s level is equal to P2

The dependence /(¢p) constructed using algorithm
Il reflects the spatial distribution of the relatively sta-
ble in the horizontal plane anisotropic component of
the acoustic power flux’s vector for the noise field
whose integral level for this area is ya= 13...15 dB,

which is lower than P2 This means that according to
formal criteria, the single CRM possesses a funda-
mental capability of determining the direction toward
rather weak localized sources with SNR in the pres-
sure channel much lower than unity on the back-
ground of moderate isotropic noise fields. This prop-
erty isbased on the measuring of the characteristics of
the acoustic field at one point.

However, some problems arise upon estimation of
potential capabilities of separation of weak signals on
the background of the noise of the water area. Thus,
for example, for the above situation the acoustic power
flux of the deterministic source with a signal level at
the output ofthe single’s omnidirectional hydrophone
equal to the noise level ofthe water area should exceed
the noise level in the angular sector of interest by ya=
13.15 dB. However, thatisnot so. Unlike the antenna
array for which the value ofyaindeed characterizes its
noise immunity in the given angular sector, the value
A/ofexcess ofthe signal from the localized source over
the water area’s noise (Fig. 3c) depends on a number
of factors; the main of these factors is SNR for the
acoustic power flux. Unlike the antenna array, the
angular spectrum of energy arrival from the localized
source determined using the above algorithms is rather
broad, this is related with considerable space and time
fluctuations of the total recorded vector WS + Wn
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Fi% 4. Noise intensity distributions in the White sea area as functions oftime: spatial distribution /(th) normalized to P2and dis-
ibution (/(th)) averaged over the angle ¢hin the frequency range 78—315 Hz obtained using (1) algorithm | and (2) algorithm I1.

formed with participation of the localized source.
Obviously, as it was indicated above, the bearing
angle’s variance essentially depends on the ratio
[WS|/I[WN|. This certainly distinguishes the determina-
tion ofthe direction toward the source using CRM and
the antenna array; therefore, usually additional pro-
cessing of the envelope ofthe dependence /() is nec-
essary for determination of the true bearing angle
toward the source with the given precision, as well as
for determination of the true radiation level of this
source.

4. APPLICATION OF SONOGRAPHIC
ANALYSIS METHODS
WITH HIGH RESOLUTION
FOR INCREASING NOISE IMMUNITY
AND SPATIAL SEPARATION OF SEVERAL
SOURCES IN THE WATER AREA

The bearing angle’s variance can be decreased
(therefore, the reliability of separation of the signal
from the localized source on the background of ambi-
ent noise can be increased) due to the increased ratio
|[WS|/|WN| (see Fig. 3), and the fluctuation component
can be decreased due to the increased statistics. How-
ever, for moving objects the averaging time often can-
not be considerably increased. Therefore, practically
the only way of simultaneous satisfaction ofboth con-
ditions is the increase in the number of analyzed fre-
quency bands, i.e., higher frequency resolution of the
spectral analysis. The same method in most practical
cases allows one to spatially separate two and more real
broad-band signal sources operating in the overlap-
ping frequency bands. The latter isusually related with
the possibility of separation of discrete noise compo-
nents of most sea objects, which are always present.
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However, as applied to the goal of this study, high
frequency resolution imposes constraints on the possi-
bility of separation of the weak signal on the back-
ground of ambient noise of the water area. In this case,
two problems should be solved. The first one is related
with the necessity of increasing the array of processed
data for the narrow-band analysis. It is known that if
standard Fast Fourier Transform algorithms are used,
the width of the frequency band for analysis is
inversely proportional to the sampling length. This
means, for example, that while for operation in a fre-
quency interval of 0—1000 Hz, a discretization fre-
quency of 4000 Hz, and a frequency resolution of
1 Hz, a sampling with a length of 4000 samples per
each channel is required, and for a frequency resolu-
tion of 0.05 Hz the sampling length should be 80000
samples. The second problem is the frequency fluctu-
ations of the signal both due to the unstable operation
of emitting mechanisms of the object and fluctuations
of the signal propagation and due to the Doppler effect
if the sought object moves.

The first problem is easily solved. For decreasing
the amount of the analyzed sampling, the so called
digital quadrature and low-frequency decimation fil-
tering can be used which are usually designated for
preliminary signal processing necessary for realization
of algorithms of spectral and sonographic analysis with
high frequency resolution.

Quadrature filtering (complex demodulation) of
signals is the method used in signal processing prob-
lems, in which some segment of the signal spectrum
within the frequency interval {f,; /., + /,,} [22], is useful
for the considered problem. This filtering is realized by
multiplication of the initial signal U(iAf), discretely
digitized with the quantization frequency f; = 1/Ar
(At is the time interval of initial quantization) by the
complex exponent exp(j2nf,iAf) and subsequent
bounding of the low-frequency filtering of the signal
from above by the frequency f,, which is applied to the
real and imaginary parts of the result of multiplication.
Here, f, is the lower bound of the analyzed frequency

interval, j = J?l .

As a result of multiplication of the signal U(iAf) by
the complex exponent, the neighborhood of its spec-
trum with the center determined by the exponent fre-
quency f, is transmitted to the zero frequency region.
Then, the signal is filtered using the low frequency fil-
ter with the cutting frequency f, (boundary of the stop-
ping frequency of the low frequency filter), and as a
result only the spectral segment of interest within the
frequency interval {f; /. + f,} is preserved. Thus, the
formed complex signal is usually called the complex
envelope. Then, according to the bandwidth of low
frequency filtering (Nyquist condition) the new quan-
tization frequency f;, of the complex envelope is cho-
sen, /3 > 2f,. The choice of f}, is realized by decimation

GORDIENKO et al.

of samples of quadrature signal components at the
outputs of the low frequency filters.

The result of quadrature decimation filtering is the
complex signal, in which spectral characteristics of the
initial signal in the filtering range {f;; /. + f,} realized
in the frequency band from 0 to f,, are preserved.

Then, the high resolution analysis of the spectral
sonographic based on methods of time—frequency sig-
nal transformations is realized; it is described in detail,
for example, in [22—24].

Three algorithms of such transformations are con-
sidered most often: the time—frequency representa-
tion based on the short-term Fourier transform
(Falgorithm); the time—frequency Wigner represen-
tation (W algorithm); and the time—frequency repre-
sentation using the compensating function of the sig-
nal frequency’s variation of the linear frequency mod-
ulated (LFM) type (Q algorithm). Each of these signal
representations possesses its positive and negative fea-
tures. This prevents the unambiguous selection of one
of them.

The main parameter of high frequency resolution
algorithms is the effective length of the weighting
function A(¢) determining the effective length of the
sliding time window, which is applied in spectral anal-
ysis for decreasing side lobes [25]. The choice of the
effective length depends both on the high frequency
resolution algorithm and the analyzed signal.

The time—frequency representation based on Fast
Fourier Transform usually represents the sequence of
Fourier spectra calculated for sequential segments
(possibly overlapping) of the signal U(f) with the slid-
ing time window A(f) with the effective length AT
This representation possesses rather good noise
immunity. The noise level for this representation is
known [26] to decrease inversely proportional to the
effective window length AT, while the intensity of
the narrow-band peak corresponding to the signal pre-
serves, and therefore, SNR increases.

However, possible frequency variation of discrete
components on the time interval of the window length
results in the spectrum distortion (“smearing”). In this
case, the frequency components of the spectrum are
found in several frequency bands, which results in
worsening SNR at the output and makes further
reduction of the band for frequency analysis ineffi-
cient. Figure 5 shows the results of the model experi-
ment on determination of the histogram /(@) (an
angular resolution of 1°) for the harmonic signal with
a frequency of 230 Hz on the background of noise iso-
tropic in the horizontal plane with SNR in the pres-
sure channel close to unity for different frequency res-
olution of spectral analysis 6f = 1 Hz. The plots in
Fig. 5a correspond to the signal which does not fluctu-
ate with the frequency: curve I—I1Hz; curve 2—
0.1 Hz; curve 3—0.06 Hz; and curve 4—0.03 Hz.
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Figure 5b shows the results of estimates of A char-
acterizing the reduction of the value of /(o) in the
direction toward the signal source for different fre-
quency resolutions &f of the standard Fast Fourier
Transform for different frequency fluctuations of the
signal from the localized source with respect to /., (¢)
of the nonfluctuating signal. It can be seen that for the
frequency-unstable signal already for a frequency
analysis band of 0.1 Hz up to 10 dB in SNR may be
lost. If the parameter o with the meaning of the varia-
tion rate of the instantaneous frequency of the useful
narrow-band signal (® = o, + of) is introduced, for
the window length AT, larger than (2nt/a)'/? the sig-
nal intensity drops inversely proportional to the win-
dow length, i.e., SNR does not further increase. In this
sense the window length AT, = (2rn/o)'/? for F algo-
rithm should be considered optimal.

For the Wigner distribution on finite time intervals
with the sliding time window A(¢, ®) the specific fea-
ture is that, unlike the Fourier transform, the trajec-
tory of the frequency—time trace of the LFM signal on
the time—frequency plane is reproduced correctly.
Using this distribution with the sliding time window it
is possible to separate (nonparametric approximation)
trajectories of frequency traces of multicomponent
signals in the time—frequency plane, which vary
according to practically any law. With decreasing
effective size of the time window the resolution of the
analysis, obviously, decreases.

For tone sources moving in a medium it was pro-
posed in [27] to calculate the spectrum of the nonsta-
tionary signal in the interval [0, 7] observed at the
receiver as a function of two variables S(w, o). Here,
similar to the above said, a is the parameter with the
meaning of the variation rate of instantaneous fre-
quency. The algorithm of spectrum estimation
(Q algorithm) consists in the search of sample func-
tions with respect to the parameter o and the choice of
the effective integration interval 7 for achieving the
compromise between the resolution, bias errors due to
deviation of the instantaneous frequency’s variation
law from the linear one, and the noise immunity. This
algorithm possesses higher noise immunity, as com-
pared to the algorithm based on Wigner transform.
The main disadvantage of this algorithm is the neces-
sity of a priori solution of the compromise between the
length of the time interval of the sample function and
the required resolution in the case of essentially “cur-
vilinear” trajectories of frequency—time traces and the
necessity of performing a rather large search among
the parameters of the sample functions.

For the same length of the time window the fre-
quency resolution of the considered algorithms for the
steady-state case (o = 0) are related as Awy = 2Aw, =
4Awy. For nonstationary signals this relation changes
in a more complex way. The specific feature of W and
Q algorithms is that there is no optimal window for
nonstationary signals in these algorithms, since with
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Fig. 5. Dependence /(@) for (a) harmonic signal nonfluc-
tuating with respect to frequency for frequency resolution
(D1, (2)0.1, (3) 0.06, and (4) 0.03 Hz; (b) estimate of A
of I, (®) reduction with respect to recorded nonfluctuat-
ing harmonic signal for signal frequency fluctuation:
(1)0.01,(2) 0.5, (3) 1,and (4) 3 Hz.

the increasing window, both the frequency (Aw ~ 1/7)
and time (AT ~ 1/(aT)) resolutions increase. In this
case, the LFM signal’s amplitude in the sonogram is
preserved, and the noise level drops with increasing the
window length. However, the degree of noise suppres-
sion in these algorithms is different.

For W sonograms the estimation of the noise level
o2 can be expressed by the relation whose derivation is
similar to that for the noise level in the correlation
method of estimation of the narrow-band signal level
Al

T

initial signal). For Q sonograms cé ~ 1/In(7), i.e., in
this case, the noise level in the sonogram drops much
slower with increasing window length [24].

4
[26], c;, ~ + ci]*} (cﬁ is the noise level in the

Obviously, in the case of the nonlinear dependence
of frequency components of the signal on time the
estimates of the amplitude of instantaneous frequen-
cies become biased.

Figure 6 illustrates the sonograms of the real signal
emitted in the neighborhood of 300 Hz by the source
homogeneously moving past the receiving system cal-
culated using the algorithm of short-term Fourier
transform (Fig. 6a), based on the Wigner transform
(Fig. 6b), and the algorithm with LFM compensation
(Fig. 6¢). In the case of the Falgorithm, discrete com-
ponent “traces” with a frequency of approximately
299 Hz are stronger smeared due to the Doppler fre-
quency’s variation on the signal’s realization length.

The LFM-compensation-based algorithm pos-
sesses the best noise immunity. However, for its com-
plete realization it was necessary to use a priori infor-
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Fig. 6. Example of application of algorithms of sonographic analysis with high frequency resolution for real signal processing in
the neighborhood of 300 Hz from a sea object uniformly moving past the receiving system: (a) F algorithm, analysis band &f =
0.06 Hz; (b) Wigner transform based algorithm, §f = 0.03 Hz; (¢) algorithm using Fourier transform and LFM compensation,

8f= 0.06 Hz. Numbers in rectangles show the traverse signal frequency and level.
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Fig. 7. (a) Schematic diagram ofposition of (1) low noise, (2) dry cargo, and receiving system installing (RSIS|_? ships in ashallow

water area; and (b) example of sonogram in azimuthal angle—time—ntensity coordinates in 1/3 octave 160

z calculated using

algorithm I without frequency filtering of signals for frequency resolution 8/= 1Hz.

mation on the maximal variation rate and the assumed
width ofthe discrete component.

Figure 7 shows the realization of quadrature filter-
ing with subsequent high frequency resolution sono-
graphic analysis for spatial separation according to
algorithm | of two localized sources with overlapping
radiation spectra in a shallow water area. A low-noise
ship (characteristic traverse SNR in the pressure chan-
nel in the 1/3 octave 160 Hz band for a frequency res-
olution of 1 Hz of approximately 6—8 dB) served as
one of the localized sources and the dry cargo ship
(traverse SNR of 8—11 dB) as the other source. The
schematic diagram of their mutual position at differ-
ent times during the experiment is shown in Fig. 7a.

Figure 7b shows the “standard” sonogram in azi-
muthal angle—time—intensity coordinates in 1/3 octave
160 Hz calculated using algorithm I without frequency
filtering of signals for the frequency resolution 5/ =
1Hz. Due to the considerable difference in the radia-
tion levels only the transit characteristic of the most
powerful signal source, the dry cargo ship, was clearly
manifested in the sonogram.

ACOUSTICAL PHYSICS Vol. 55 No. 6 2009
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Fig. 8. Example of sonogram in 1.3 octave 160 Hz in azi-
muthal angle—time—intensity coordinates calculated using
algorithm I with digital quadrature and Iowfre()uency dec-
imation filtering for frequency resolution 8 /= 0.1 Hz:
(2) low noise; (2) dry cargo ships.
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Fig. 9. Examples of spatial separation of signals for two moving local sources: (1) low-noise ship and (2) dry cargo ship in the hor-
izontal plane in 1/3 octave 160 Hz for 10 s averaging using the digital quadrature and low frequency decimation filtering for three
time instants shown in Fig. 7: (a) point 4; (b) point B; and (c) point C.

For spectral analysis with relatively high frequency
resolution (of of tenth fractions of Hz) and algorithm I
it turned out natural that discrete components of radi-
ation of different objects (including secondary
reflected object signals) were separated with respect to
frequency, and as a consequence, the spatial spectra of
the acoustic power flux’s vector for different sources
were also separated with respect to the angles of
arrival. As a result, for statistical narrow-band analysis
of the spatial distribution of the vector Wy each of the
objects in the water area provided a separate transit
characteristic (Fig. 8). Note that the spread of bearing
angles is due to the same reasons discussed above.
Selected results of determination of bearing angles
toward sea objects situated at points A, B, and C of
motion trajectories (see Fig. 7) are given in Fig. 9.

5. CONCLUSIONS

The presented experimental data demonstrate that
the application of multicomponent combined receiv-
ers or CRMs considerably extends the capabilities of
small-size receiving hydroacoustic systems in investi-
gation of the signal—noise situation in the water area.
At the same time, the following issues discussed in this
paper should be mentioned separately.

(1) CRM cannot replace in full, measure extended
antenna arrays based on hydrophones in the investiga-
tion of spatial noise spectra of the water area.

(2) Under certain conditions upon solution of par-
ticular applied problems, especially in the low fre-
quency and subsonic ranges, for which it is difficult to
create antenna arrays with “good” spatial resolution,
the spatial distribution of the acoustic power flux’s
vector can be used for estimation (with some con-
straints) of the spatial noise spectrum of the water area.

(3) In spite of the relatively “obtuse” directional
response pattern of separate channels of the vector
receiver, the combined receiving module provides
rather precise determination of the bearing angle for
the localized source on the background of the water

area’s noise, including for SNR at the input in the
pressure channel much lower than unity.

(4) The application of methods of sonographic
analysis with high frequency resolution provides
higher SRM noise immunity and distinguishes several
localized sea objects simultaneously present in the
water area.
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